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#### Abstract

In this paper, we study the computational complexity of the following subset search problem in a set of vectors. Given a set of $N$ Euclidean $q$-dimensional vectors and an integer $M$, choose a subset of at least $M$ vectors minimizing the Euclidean norm of the arithmetic mean of chosen vectors. This problem is induced, in particular, by a problem of clustering a set of points into two clusters where one of the clusters consists of points with a mean close to a given point. Without loss of generality the given point may be assumed to be the origin. We show that the considered problem is NP-hard in the strong sense and it does not admit any approximation algorithm with guaranteed performance, unless $\mathrm{P}=\mathrm{NP}$. An exact algorithm with pseudo-polynomial time complexity is proposed for the special case of the problem, where the dimension $q$ of the space is bounded from above by a constant and the input data are integer.
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## 1 Introduction

In this paper, we study a discrete extremal problem of searching a subset of vectors with shortest average under a cardinality restriction. The goal of the study is finding out the computational complexity of this problem and its approximability. The research is motivated by significance of the problem in many applications (see below).

The Subset with the Shortest Average under Cardinality Restriction (SSA) problem is formulated as follows.

Given: a set $\mathcal{Y}=\left\{y_{1}, \ldots, y_{N}\right\}$ of points (vectors) from $\mathbb{R}^{q}$ and a positive integer $M$.

Find: a subset $\mathcal{C} \subseteq \mathcal{Y}$ such that $|\mathcal{C}| \geq M$ and

$$
\begin{equation*}
\frac{1}{|\mathcal{C}|}\left\|\sum_{y \in \mathcal{C}} y\right\| \rightarrow \min \tag{1}
\end{equation*}
$$

where $\|\cdot\|$ denotes the Euclidean norm.
Note that the above formulation involves a norm of a sum of elements of the desired subset $\mathcal{C}$. Therefore this problem may be viewed as an optimal summation problem and has an obvious geometrical interpretation. At the same time, this problem may be considered as a problem of clustering a set of points into two clusters $(\mathcal{C}$ and $\mathcal{Y} \backslash \mathcal{C})$ when one of the clusters consists of points with a mean close to the origin. Obviously, given any other vector instead of the origin, the problem can be easily reduced to the mentioned above. This type of 2-clustering problems can be used for censoring the input data, if the expectation of an observed variable is known in advance.

Also SSA problem has applications in the diverse and multidisciplinary area of Data Mining (see e.g. [1,2],[13]). One of the central problems in this area consists in approximation of data by some mathematical model which allows to interpret the data adequately and explain their emergence. In particular, such a model may be expressed as a statistical hypothesis that the input data $\mathcal{Y}$ are sampled from a mixture of several distributions and at least $M$ observations correspond to a distribution with zero mean. First one can solve SSA problem with the given data, after that the classical methods of statistical hypothesis testing may be applied to the obtained SSA solution and finally the data interpretation may be done on the basis of hypothesis testing results.

Another area where the SSA problem emerges is the trading hubs construction for electricity markets under locational marginal pricing [4].

It can be seen from the form of the optimization criterion (1) that the problem under consideration may be easily interpreted as a version of important classical problems in physics that ask for a balanced subset of forces (vectors). Besides that, if the given points of the Euclidean space correspond to people so that the coordinates of points are equal to some characteristics of these people (w.r.t. some matters), then the formulated problem may be treated as a problem of finding a balanced group (a subset) of people.

The formulation of SSA problem is resembling the formulation of optimal summation problems with a maximization criterion which first arose in studying the problem of noise-proof off-line search for an unknown repeating fragment in a discrete signal [17]. The maximization criterion in [17] has a different scaling compared to (1):

$$
\begin{equation*}
\frac{1}{|\mathcal{C}|}\left\|\sum_{y \in \mathcal{C}} y\right\|^{2} \rightarrow \max \tag{2}
\end{equation*}
$$

The strong NP-hardness of the maximization problems with criterion (1) was proved in [3],[9], [10],[22,23] under different restrictions on the cardinality of the desired set. These problems, their generalizations and special cases were also studied in $[5,6],[8],[10,11,12],[14,15,16],[18,19,20,21],[24]$. In particular, it was proved in [11], [20] that in the case of the fixed dimension $q$ of the space, the problems with criterion (2) are polynomially solvable in time $\mathcal{O}\left(N^{2 q}\right)$.

The complexity and approximability status of SSA problem was not completely known up to now. An equivalent single hub selection problem was studied in [4] where it was shown to be NP-hard in the 2-dimensional Euclidean space.

A modification of the single hub selection problem problem, where the size of the sought subset $\mathcal{C}$ is given in the input, was shown to be strongly NP-hard in [25]. SSA problem may be transformed to $\mathcal{O}(N)$ instances of the problem from [25] but this does not help to identify the complexity status of SSA in the general case. In the next section, we provide a detailed study of computational complexity of the SSA problem and its approximability.

## 2 Analysis of Computational Complexity and Approximability

Note that in the general formulation of the SSA problem given above, the dimension $q$ of the space is a part of the input data. The following theorem states the complexity status of this problem.

Theorem 1. SSA problem is NP-hard in the strong sense.
Proof. Let us prove the strong NP-completeness of the equivalent decision problem, which implies the strong NP-hardness (see e.g. [7]). Let us formulate SSA problem in the form of decision problem.

Instance: A set $\mathcal{Y}=\left\{y_{1}, \ldots, y_{N}\right\}$ of points from $\mathbb{R}^{q}$, a positive integer $K$ and a positive integer $M$.

Question: Is there a nonempty subset $\mathcal{C} \subseteq \mathcal{Y}$ of size at least $M$, such that the value of objective function (1) is at most $K$ ?

SSA decision problem obviously belongs to class NP. In what follows we will consider a special case of this problem, where $K=0$, denoting it by SSA0. Let us reduce a classical NP-complete problem [7] Exact Cover by 3-Sets to SSA0.

Exact Cover by 3-Sets.
Instance: A finite set $\mathcal{Z}$ such that $|\mathcal{Z}|=3 n$ and a collection $\mathcal{X}=\left\{\mathcal{X}_{1}, \mathcal{X}_{2}, \ldots, \mathcal{X}_{k}\right\}$ of 3 -element subsets of the set $\mathcal{Z}$.

Question: Does $\mathcal{X}$ contain an exact cover for set $\mathcal{Z}$, i.e. a collection $\left\{\mathcal{X}_{i_{1}}, \mathcal{X}_{i_{2}}, \ldots, \mathcal{X}_{i_{n}}\right\} \subseteq \mathcal{X}$ such that $\cup_{j=1}^{n} \mathcal{X}_{i_{j}}=\mathcal{Z} ?$

Given an instance of Exact Cover By 3 -SEts, let us construct an equivalent instance of SSA0 problem. Put $q=3 n$ and $M=n+1$. For each subset $\mathcal{X}_{i}, i=1, \ldots, k$, a $3 n$-dimensional point $y_{i}$ is assigned, whose $j$-th coordinate $(j=1,2, \ldots, 3 n)$ is defined as $y_{i}^{(j)}=1$, if $j \in \mathcal{X}_{i}$, and $y_{i}^{(j)}=0$ otherwise. Let $y_{k+1}=(-1, \ldots,-1), N=k+1$ and $\mathcal{Y}=\left\{y_{1}, y_{2}, \ldots, y_{k}, y_{k+1}\right\}$.

Note that the objective function of SSA problem equals zero iff $z:=\sum_{y \in \mathcal{C}} y=0$.

If the instance of Exact Cover by 3 -Sets has the answer "Yes", then obviously the subset $\mathcal{C}=\left\{y_{i_{1}}, \ldots, y_{i_{n}}, y_{N}\right\}$ turns the objective function (1) into 0 .

Now let the optimal value of the objective function in SSA problem be equal to 0 . Then subset $\mathcal{C}$ must contain the point $y_{N}=(-1, \ldots,-1)$, because otherwise all coordinates of point $z$ are non-negative and at least one of them is positive.

In this case, the rest of the points in the subset $\mathcal{C}$ altogether should contain exactly one 1 in each coordinate, so there should be exactly $n$ such points and the subsets corresponding to them form an exact cover. Note that the equality $|\mathcal{C}|=n+1=M$ holds .

Finally, the strong NP-hardness of SSA problem follows from the fact that an NP-complete in the strong sense problem Exact Cover By 3-Sets is reduced to a special case of SSA problem with binary input and the objective function values are bounded by a polynomial in $n$.

Now let us consider complexity and approximability of SSA problem when the dimension $q$ is fixed.

Let $\rho>1$. A polynomial-time algorithm that finds a feasible solution to a minimization problem, such that the value of objective function in this solution is at most $\rho$ times the optimal value (if the problem is solvable) is called a $\rho$-approximation algorithm. The corresponding feasible solution is called a $\rho$ approximate solution.

Below we denote by $\mathbb{N}$ the set of positive integers.
Theorem 2. For any function $r: \mathbb{N} \rightarrow(1, \infty)$, the problem of searching an $r(N)$-approximate solution to $S S A$ problem is $N P$-hard even in the special case of $q=2$.

Proof. Let us reduce the following modification of the NP-complete Partition problem (see e.g. [7]), which we call Bounded Partition, to the decision problem SSA0.

## Bounded Partition

Instance: An even number $n$ of positive integers $\alpha_{j}, j=1,2, \ldots, n$.
Question: Is there a subset $\mathcal{I} \subset\{1,2, \ldots, n\}$ such that $|\mathcal{I}|=n / 2$ and $\sum_{i \in \mathcal{I}} \alpha_{i}=\frac{1}{2} \sum_{i=1}^{n} \alpha_{i}$ ?

Given a set of integers $\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}$ we construct an instance of SSA0 with $q=2, N=n+1$ and $M=n / 2+1$. Let $L=\sum_{i=1}^{n} \alpha_{i}$. Put $y_{i}=\left(L, \alpha_{i}\right)$ for $i=1,2, \ldots, n, y_{n+1}=(-L n / 2,-L / 2)$ and for each subset $\mathcal{I} \subseteq\{1,2, \ldots, N\}$ denote $S(\mathcal{I})=\sum_{i \in \mathcal{I}} y_{i}$.

If the set $\mathcal{I}$ required in Bounded Partition problem exists, then it is easy to see that $S(\mathcal{I} \cup\{n+1\})=0$, and therefore the objective function (1) turns into zero.

Suppose there exists a set $\mathcal{C}^{*}$ of cardinality at least $M$ such that the value of the objective function on this set is zero. Let $z$ denote the sum of elements of $\mathcal{C}^{*}$. Now since the first coordinate of $z$ equals 0 , we have $\left|\mathcal{C}^{*}\right|=n / 2+1$ and $y_{n+1} \in \mathcal{C}^{*}$. Then, due to zero value in the second coordinate of $z$ we have $\sum_{i \in \mathcal{I}} \alpha_{i}=L / 2=\frac{1}{2} \sum_{i=1}^{n} \alpha_{i}$, where $\mathcal{I}=\left\{i \mid y_{i} \in \mathcal{C}^{*}\right\} \backslash\{n+1\}$.

The observed properties of the reduction imply the NP-completeness of SSA0 problem for $q=2$. Under this reduction, the objective function value of an optimal solution to the SSA problem instance equals zero iff the Bounded Partition problem instance has the answer "Yes", and the same applies to any $r(N)$-approximate solution to SSA problem. Finally, since the objective
function of SSA problem is efficiently computable, the problem of searching an $r(N)$-approximate solution is NP-hard.

Theorem 2 implies that unless $\mathrm{P}=\mathrm{NP}$, SSA problem does not admit approximation algorithms with any non-trivial guaranteed approximation ratio, and, in particular it does not admit a fully polynomial time approximation scheme (FPTAS).

SSA problem with a fixed $q \geq 2$ can not be solved by a polynomial-time algorithm, unless $\mathrm{P}=\mathrm{NP}$. Nevertheless, as shown below, it is solvable in a pseudopolynomial time, provided that all points of set $\mathcal{Y}$ have integer coordinates and the dimension $q$ of the space is fixed.

For any two sets $\mathcal{P}, \mathcal{Q} \subset \mathbb{R}^{q}$ we introduce the following rule of summation:

$$
\begin{equation*}
\mathcal{P}+\mathcal{Q}=\left\{x \in \mathbb{R}^{q} \mid x=y+y^{\prime}, y \in \mathcal{P}, y^{\prime} \in \mathcal{Q}\right\} . \tag{3}
\end{equation*}
$$

For any positive integer $r$ we denote by $\mathcal{B}(r)$ the set of integer points in $\mathbb{R}^{q}$ with absolute values of all coordinates at most $r$. Then $|\mathcal{B}(r)| \leq(2 r+1)^{q}$.

Let us denote the maximal absolute value of coordinates of the input points $y_{1}, y_{2}, \ldots, y_{N}$ by $b$. The proposed algorithm for solving SSA problem consists in consequent computing of subsets $\mathcal{S}_{k} \subseteq \mathcal{B}(b k), k=0,1, \ldots, M$, that can be obtained by summing at most $k$ different elements of the set of points $y_{1}, y_{2}, \ldots, y_{k}$. First we assume $\mathcal{S}_{0}=\{0\}$. After that we compute $\mathcal{S}_{k}=\mathcal{S}_{k-1}+\left\{0, y_{k}\right\}$ for all $k=1,2, \ldots, N$ using formula (3). For each element $z \in \mathcal{S}_{k}$ we store an integer parameter $n_{z}$, equal to the maximum number of addends that can be used to produce $z$ and the $n_{z}$-element set of these addends $\mathcal{C}_{z} \subseteq \mathcal{Y}$.

Finally, find in the subset $\mathcal{S}_{N}$ an element $z \in \mathcal{S}_{N}$ with $n_{z} \geq M$ and the minimum value of $\|z\| / n_{z}$ and output the subset $\mathcal{C}_{z}$ corresponding to such $z$.

Computation of $\mathcal{S}_{k}$ takes $\mathcal{O}\left(q \cdot\left|\mathcal{S}_{k-1}\right|\right)$ operations. Therefore the following theorem holds

Theorem 3. If the coordinates of the points of input set $\mathcal{Y}$ are integer and $b$ is the maximum absolute value of these coordinates then SSA problem is solvable in $\mathcal{O}\left(q N(2 b N+1)^{q}\right)$ time.

In the case of fixed dimension $q$, i.e. $q=\mathcal{O}(1)$, the complexity of the algorithm presented above is $\mathcal{O}\left(N(b N)^{q}\right)$ and SSA problem is solvable in a pseudopolynomial time in this special case.

## Conclusion

The obtained results imply that there exist no exact polynomial or pseudopolynomial algorithms for SSA problem, unless $\mathrm{P}=\mathrm{NP}$.

In the case when the dimension of the space is not a part of the input (i.e. the dimension is fixed), SSA problem is NP-hard even on the plane and no approximation algorithms with non-trivial guaranteed approximation ratio exist for this problem, unless $\mathrm{P}=\mathrm{NP}$. SSA problem is solvable, however, within a
pseudo-polynomial time if the coordinates of the input points are all integer and the dimension is fixed.

The obtained results indicate that in spite of simplicity of formulation of the considered problem, efficient algorithms finding an exact or even an approximate solution to it are unlikely to exist. An exception is the special case where the space dimension is bounded by a constant and coordinates of the input points are bounded by a polynomial in $N$. We expect that obtaining "positive" results for SSA would require analysis of the special cases, which reflect the specifics of applications area.
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